Imagine you were to buy a car, would you just go to a store and buy the first one that you see? No, right? You usually consult few people around you, take their opinion, add your research to it and then go for the final decision. Let’s take a simpler scenario: whenever you go for a movie, do you ask your friends for reviews about the movie (unless, off-course it stars one of your favorite actress)?

Have you ever wondered why do we ask multiple people about their opinions or reviews before going for a movie or before buying a car or may be, before planning a holiday? It’s because review of one person may be biased as per her preference; however, when we ask multiple people we are trying to remove bias that a single person may provide. One person may have a very strong dislike for a specific destination because of her experience at that location; however, ten other people may have very strong preference for the same destination because they have had a wonderful experience there. From this, we can infer that the one person was more like an exceptional case and her experience may be one of a case.

Another example which I am sure all of us have encountered is during the interviews at any company or college. We often have to go through multiple rounds of interviews. Even though the questions asked in multiple rounds of interview are similar, if not same – companies still go for it. The reason is that they want to have views from multiple recruitment leaders. If multiple leaders are zeroing in on a candidate then the likelihood of her turning out to be a good hire is high.

In the world of analytics and data science, this is called ‘ensembling’. Ensembling is a “type of supervised learning technique where multiple models are trained on a training dataset and their individual outputs are combined by some rule to derive the final output.”

Let’s break the above definition and look at it step by step.

When we say multiple models are trained on a dataset, same model with different hyper parameters or different models can be trained on the training dataset. Training observations may differ slightly while sampling; however, overall population remains the same.

“Outputs are combined by some rule” – there could be multiple rules by which outputs are combined. The most common ones are the average (in terms of numerical output) or vote (in terms of categorical output). When different models give us numerical output, we can simply take the average of all the outputs and use the average as the result. In case of categorical output, we can use vote – output occurring maximum number of times is the final output. There are other complex methods of deriving at output also but they are out of scope of this article.

Random Forest is one such very powerful ensembling machine learning algorithm which works by creating multiple decision trees and then combining the output generated by each of the decision trees. Decision tree is a classification model which works on the concept of information gain at every node. For all the data points, decision tree will try to classify data points at each of the nodes and check for information gain at each node. It will then classify at the node where information gain is maximum. It will follow this process subsequently until all the nodes are exhausted or there is no further information gain. Decision trees are very simple and easy to understand models; however, they have very low predictive power. In fact, they are called weak learners.

Random Forest works on the same weak learners. It combines the output of multiple decision trees and then finally come up with its own output. Random Forest works on the same principle as Decision Tress; however, it does not select all the data points and variables in each of the trees. It randomly samples data points and variables in each of the tree that it creates and then combines the output at the end. It removes the bias that a decision tree model might introduce in the system. Also, it improves the predictive power significantly. We will see this in the next section when we take a sample data set and compare the accuracy of Random Forest and Decision Tree.

Now, let’s take a small case study and try to implement multiple Random Forest models with different hyper parameters, and compare one of the Random Forest model with Decision Tree model. (I am sure you will agree with me on this – even without implementing the model, we can say intuitively that Random Forest will give us better results than Decision Tree). The dataset is taken from UCI website and can be found on this link. The data contains 7 variables – six explanatory (Buying Price, Maintenance, NumDoors, NumPersons, BootSpace, Safety) and one response variable (Condition). The variables are self-explanatory and refer to the attributes of cars and the response variable is ‘Car Acceptability’. All the variables are categorical in nature and have 3-4 factor levels in each.

Let’s start the R code implementation and predict the car acceptability based on explanatory variables.

# Data Source: https://archive.ics.uci.edu/ml/machine-learning-databases/car/

install.packages("randomForest")

library(randomForest)

# Load the dataset and explore

data1 <- read.csv(file.choose(), header = TRUE)

head(data1)

str(data1)

summary(data1)

> head(data1)

BuyingPrice Maintenance NumDoors NumPersons BootSpace Safety Condition

1 vhigh vhigh 2 2 small low unacc

2 vhigh vhigh 2 2 small med unacc

3 vhigh vhigh 2 2 small high unacc

4 vhigh vhigh 2 2 med low unacc

5 vhigh vhigh 2 2 med med unacc

6 vhigh vhigh 2 2 med high unacc

> str(data1)

'data.frame': 1728 obs. of 7 variables:

$ BuyingPrice: Factor w/ 4 levels "high","low","med",..: 4 4 4 4 4 4 4 4 4 4 ...

$ Maintenance: Factor w/ 4 levels "high","low","med",..: 4 4 4 4 4 4 4 4 4 4 ...

$ NumDoors : Factor w/ 4 levels "2","3","4","5more": 1 1 1 1 1 1 1 1 1 1 ...

$ NumPersons : Factor w/ 3 levels "2","4","more": 1 1 1 1 1 1 1 1 1 2 ...

$ BootSpace : Factor w/ 3 levels "big","med","small": 3 3 3 2 2 2 1 1 1 3 ...

$ Safety : Factor w/ 3 levels "high","low","med": 2 3 1 2 3 1 2 3 1 2 ...

$ Condition : Factor w/ 4 levels "acc","good","unacc",..: 3 3 3 3 3 3 3 3 3 3 ...

> summary(data1)

BuyingPrice Maintenance NumDoors NumPersons BootSpace Safety Condition

high :432 high :432 2 :432 2 :576 big :576 high:576 acc : 384

low :432 low :432 3 :432 4 :576 med :576 low :576 good : 69

med :432 med :432 4 :432 more:576 small:576 med :576 unacc:1210

vhigh:432 vhigh:432 5more:432 vgood: 65

Now, we will split the dataset into train and validation set in the ratio 70:30. We can also create a test dataset, but for the time being we will just keep train and validation set.

# Split into Train and Validation sets

# Training Set : Validation Set = 70 : 30 (random)

set.seed(100)

train <- sample(nrow(data1), 0.7\*nrow(data1), replace = FALSE)

TrainSet <- data1[train,]

ValidSet <- data1[-train,]

summary(TrainSet)

summary(ValidSet)

> summary(TrainSet)

BuyingPrice Maintenance NumDoors NumPersons BootSpace Safety Condition

high :313 high :287 2 :305 2 :406 big :416 high:396 acc :264

low :292 low :317 3 :300 4 :399 med :383 low :412 good : 52

med :305 med :303 4 :295 more:404 small:410 med :401 unacc:856

vhigh:299 vhigh:302 5more:309 vgood: 37

> summary(ValidSet)

BuyingPrice Maintenance NumDoors NumPersons BootSpace Safety Condition

high :119 high :145 2 :127 2 :170 big :160 high:180 acc :120

low :140 low :115 3 :132 4 :177 med :193 low :164 good : 17

med :127 med :129 4 :137 more:172 small:166 med :175 unacc:354

vhigh:133 vhigh:130 5more:123 vgood: 28

Now, we will create a Random Forest model with default parameters and then we will fine tune the model by changing ‘mtry’. We can tune the random forest model by changing the number of trees (ntree) and the number of variables randomly sampled at each stage (mtry). According to Random Forest package description:

Ntree: Number of trees to grow. This should not be set to too small a number, to ensure that every input row gets predicted at least a few times.

Mtry: Number of variables randomly sampled as candidates at each split. Note that the default values are different for classification (sqrt(p) where p is number of variables in x) and regression (p/3)

# Create a Random Forest model with default parameters

model1 <- randomForest(Condition ~ ., data = TrainSet, importance = TRUE)

model1

> model1

Call:

randomForest(formula = Condition ~ ., data = TrainSet, importance = TRUE)

Type of random forest: classification

Number of trees: 500

No. of variables tried at each split: 2

OOB estimate of error rate: 3.64%

Confusion matrix:

acc good unacc vgood class.error

acc 253 7 4 0 0.04166667

good 3 44 1 4 0.15384615

unacc 18 1 837 0 0.02219626

vgood 6 0 0 31 0.16216216

By default, number of trees is 500 and number of variables tried at each split is 2 in this case. Error rate is 3.6%.

# Fine tuning parameters of Random Forest model

model2 <- randomForest(Condition ~ ., data = TrainSet, ntree = 500, mtry = 6, importance = TRUE)

model2

> model2

Call:

randomForest(formula = Condition ~ ., data = TrainSet, ntree = 500, mtry = 6, importance = TRUE)

Type of random forest: classification

Number of trees: 500

No. of variables tried at each split: 6

OOB estimate of error rate: 2.32%

Confusion matrix:

acc good unacc vgood class.error

acc 254 4 6 0 0.03787879

good 3 47 1 1 0.09615385

unacc 10 1 845 0 0.01285047

vgood 1 1 0 35 0.05405405

When we have increased the mtry to 6 from 2, error rate has reduced from 3.6% to 2.32%. We will now predict on the train dataset first and then predict on validation dataset.

# Predicting on train set

predTrain <- predict(model2, TrainSet, type = "class")

# Checking classification accuracy

table(predTrain, TrainSet$Condition)

> table(predTrain, TrainSet$Condition)

predTrain acc good unacc vgood

acc 264 0 0 0

good 0 52 0 0

unacc 0 0 856 0

vgood 0 0 0 37

# Predicting on Validation set

predValid <- predict(model2, ValidSet, type = "class")

# Checking classification accuracy

mean(predValid == ValidSet$Condition)

table(predValid,ValidSet$Condition)

> mean(predValid == ValidSet$Condition)

[1] 0.9884393

> table(predValid,ValidSet$Condition)

predValid acc good unacc vgood

acc 117 0 2 0

good 1 16 0 0

unacc 1 0 352 0

vgood 1 1 0 28

In case of prediction on train dataset, there is zero misclassification; however, in the case of validation dataset, 6 data points are misclassified and accuracy is 98.84%. We can also use function to check important variables. The below functions show the drop in mean accuracy for each of the variables.

# To check important variables

importance(model2)

varImpPlot(model2)

> importance(model2)

acc good unacc vgood MeanDecreaseAccuracy MeanDecreaseGini

BuyingPrice 143.90534 80.38431 101.06518 66.75835 188.10368 71.15110

Maintenance 130.61956 77.28036 98.23423 43.18839 171.86195 90.08217

NumDoors 32.20910 16.14126 34.46697 19.06670 49.35935 32.45190

NumPersons 142.90425 51.76713 178.96850 49.06676 214.55381 125.13812

BootSpace 85.36372 60.34130 74.32042 50.24880 132.20780 72.22591

Safety 179.91767 93.56347 207.03434 90.73874 275.92450 149.74474

> varImpPlot(model2)

![Perceptive Analytics](data:image/png;base64,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)

Now, we will use ‘for’ loop and check for different values of mtry.

# Using For loop to identify the right mtry for model

a=c()

i=5

for (i in 3:8) {

model3 <- randomForest(Condition ~ ., data = TrainSet, ntree = 500, mtry = i, importance = TRUE)

predValid <- predict(model3, ValidSet, type = "class")

a[i-2] = mean(predValid == ValidSet$Condition)

}

a

plot(3:8,a)

> a

[1] 0.9749518 0.9884393 0.9845857 0.9884393 0.9884393 0.9903661

>

> plot(3:8,a)

![Perceptive Analytics](data:image/png;base64,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)

From the above graph, we can see that the accuracy decreased when mtry was increased from 4 to 5 and then increased when mtry was changed to 6 from 5. Maximum accuracy is at mtry equal to 8.

Now, we have seen the implementation of Random Forest and understood the importance of the model. Let’s compare this model with decision tree and see how decision trees fare in comparison to random forest.

# Compare with Decision Tree

install.packages("rpart")

install.packages("caret")

install.packages("e1071")

library(rpart)

library(caret)

library(e1071)

# We will compare model 1 of Random Forest with Decision Tree model

model\_dt = train(Condition ~ ., data = TrainSet, method = "rpart")

model\_dt\_1 = predict(model\_dt, data = TrainSet)

table(model\_dt\_1, TrainSet$Condition)

mean(model\_dt\_1 == TrainSet$Condition)

> table(model\_dt\_1, TrainSet$Condition)

model\_dt\_1 acc good unacc vgood

acc 241 52 132 37

good 0 0 0 0

unacc 23 0 724 0

vgood 0 0 0 0

>

> mean(model\_dt\_1 == TrainSet$Condition)

[1] 0.7981803

On the training dataset, the accuracy is around 79.8% and there is lot of misclassification. Now, look at the validation dataset.

# Running on Validation Set

model\_dt\_vs = predict(model\_dt, newdata = ValidSet)

table(model\_dt\_vs, ValidSet$Condition)

mean(model\_dt\_vs == ValidSet$Condition)

> table(model\_dt\_vs, ValidSet$Condition)

model\_dt\_vs acc good unacc vgood

acc 107 17 58 28

good 0 0 0 0

unacc 13 0 296 0

vgood 0 0 0 0

>

> mean(model\_dt\_vs == ValidSet$Condition)

[1] 0.7764933

The accuracy on validation dataset has decreased further to 77.6%.

The above comparison shows the true power of ensembling and the importance of using Random Forest over Decision Trees. Though Random Forest comes up with its own inherent limitations (in terms of number of factor levels a categorical variable can have), but it still is one of the best models that can be used for classification. It is easy to use and tune as compared to some of the other complex models, and still provides us good level of accuracy in the business scenario. You can also compare Random Forest with other models and see how it fares in comparison to other techniques. Happy Random Foresting!!